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NUMERICAL SOLUTION OF THE CAUCHY PROBLEM
FOR THE STATIONARY SCHRODINGER EQUATION
USING FADDEEV’S GREEN FUNCTION*

MASARU IKEHATAT AND SAMULI SILTANENf?

Abstract. Numerical solution of the Cauchy problem for the stationary Schrodinger equation in
a bounded two-dimensional domain is discussed. The solution algorithm is based on the properties
of Faddeev’s Green function. Numerical examples with computer-simulated data are presented,
including an application to the inverse potential problem of electrocardiography.
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1. Introduction. The Cauchy problem for an elliptic equation is an ill-posed
problem appearing in engineering, medical imaging, and geophysics. One important
application is to recover the stationary temperature inside a given body from the
temperature and heat flux on the boundary of the body. Another application is the
inverse problem of electrocardiography, or determination of electric voltage potential
on the surface of the heart from measurements on the skin.

We consider the Cauchy problem for the stationary Schrédinger equation. Let
n = 2,3 and let  C R™ be a bounded connected domain with Lipschitz boundary.
Let u € H?(Q) satisfy

(1) (—A+V)ju=0  inQ,

where V' = V(z) is a known, essentially bounded and complex-valued function. We
denote by v the unit outward normal vector field to 9€2. Given a nonempty open

subset I' C €2, the pair
" ovlr

is called the Cauchy data of u on I'. It is well known that the Cauchy data of u on
I uniquely determines u in Q. See [15] for recent uniqueness and stability results
of Cauchy problems for general partial differential equations. We are interested in
finding an analytic formula and a regularized algorithm for calculating the value of u
at a given point in 2.

In the case V' = 0, (1) becomes the Laplace equation. In two dimensions the
Cauchy problem for the Laplace equation is equivalent to the corresponding Cauchy
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problem for the Cauchy—Riemann system of equations provided €2 is simply connected.
Carleman [4] gave an explicit formula for calculating the value of the solution of
the Cauchy—Riemann system of equations from the Cauchy data on a part of the
boundary of a domain having a special shape. In [10] Goluzin and Krylov established
a generalization of the formula in the simply connected domain. We refer the reader
to [1, 20, 36] for other formulae and related results in complex analysis.

In the higher-dimensional case Yarmukhamedov [34, 35] gave explicit formulae of
the Carleman type for the Laplace equation for special 2 and I". His result covers also
the case when V is a constant function [37]. For constant coefficient partial differential
equations several formulae of the Carleman type are described in Tarkhanov [29)].
The approach is based on the uniqueness of the Cauchy problem, or equivalently, the
Runge approximation property of the governing equations. The common point of their
methods is the construction of special fundamental solutions ®..(x, y) for the governing
equation that depend on a large parameter 7 and have the following property: for
a fixed y € Q the Cauchy data of ®,(-,y) on 92\ T decay as 7 — oo. Following
M. M. Lavrent’ev [19], we call those fundamental solutions Carleman functions for
the governing equation, 2 and I'. Explicit construction of Carleman functions for (1)
for general 2 and I" in three dimensions is an interesting open problem.

In [13] the first author gave a formula of the Carleman type for (1) for general V'
and particular ©Q and T'. Here we present its minor modification given in [14]. The
set ) is the intersection of a convex open set with the half-space z,, > 0, and I is
the part of 0N satisfying x,, > 0. Let us describe the result in the two-dimensional
case. The construction of the formula is divided into three steps: first, given y € €, let
D C Qn{xy < ya} be the interior of a triangle with vertex at y. Second, construct the
exponentially growing solution v, of Sylvester and Uhlmann [28] for the Schrodinger
equation

(2) (=A + V), = xpeT@2v2)Firerjp R2)

where V is the zero extension of V outside €. Then the restriction of v, to 2 satisfies
the equation

(3) (—A + Vv, = XDeT(acQ—yQ).HTml in Q.

Third, establish the following asymptotic behavior as 7 — oo:
(4) / eT(”_y?)Hmlu(x)dx ~ %eirylu(y),
D T

where Cp is a nonzero constant. A combination of (3) and (4) yields the following
formula for the solution u of (1):

() u(y) = lim ur(y),
where
272e~ T ou ov,
(6) ur(y) := T/F (&/UT =3, u) do(x).

The construction of exponentially growing solutions is based on the properties of
Faddeev’s Green function [8],

(7) Ge(w) = em/ o d¢ (eC?\0, ¢-¢=0
ST emE Jp ER 2 € ’ -
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Therefore one may consider (5) as a new application of G¢ in addition to inverse
boundary value problems and inverse scattering problems (see [31] for the prob-
lems).

We present a numerical implementation of (6) in dimension two. The ill-posed
Cauchy problem is regularized by choosing 7 small enough for the numerical computa-
tion to be robust against noise in the data. The main computational task is numerical
evaluation of the exponentially growing solutions and their normal derivatives. For
this we present an improvement of the algorithm for G, given in [26] and write the
derivatives of G¢ in terms of itself and explicit formulae. The exponentially growing
solutions and their derivatives can be computed combining the above with the algo-
rithm introduced in [22] (a modification of the fast Lippmann—Schwinger equation
solver of Vainikko [32, 24]). These algorithms have independent interest in the fields
of electrical impedance tomography and inverse scattering.

We review some earlier numerical works on the Cauchy problem for the elliptic
equation. The constant coefficient case has been studied by Leitdo [21], Berntsson
and Eldén [2], Cheng et al. [6], Kabanikhin and Karchevsky [16], and Héo and Lesnic
[12]. The method of quasi reversibility proposed by Lattés and Lions [18] covers the
variable coefficient case, and Klibanov and Santosa [17] gave an explicit estimate of
the convergence rate. However, in the proof of the convergence, the uniqueness of the
Cauchy problem is essential.

The present solution algorithm does not require uniqueness of the Cauchy prob-
lem for the convergence proof, and its implementation does not involve solution of
boundary value problems. The computational effort is divided into two parts: first,
evaluation of v.|pr and v, /Ov|r for given y, V), and 7 and, second, evaluation of
u, for given Cauchy data. The second computation is very fast since it is essentially
linear filtering of the data. The method can thus be applied to real-time monitoring
of fixed targets with changing Cauchy data.

This paper is organized as follows. In section 2 we give details of the reconstruc-
tion formula. In section 3 we discuss the stability of our method when applied to noisy
data. In section 4 we describe some properties of Faddeev’s Green function and show
how to evaluate it numerically. In section 5 we describe a numerical implementation
of (6). We illustrate the algorithm in sections 6 and 7 by numerical examples using
computer-simulated noisy data.

2. Background of the method. Throughout the paper we assume that € is
the intersection of the open unit disc B = {z € R?||z| < 1} with the half-plane {z €
R? |2y > t} with —1 < ¢ < 1 and that Cauchy data is given on I' = {z € 9B |z2 > t}.
There is no loss of generality with this simplification of the geometry of Q) since any
simply connected domain with a smooth boundary can be conformally mapped to the
case when t = 0 (see Figure 2.1). However, in section 7 we will consider the case when

t#0.

e

Fic. 2.1. Conformal mapping of a domain onto the upper half of the unit disc.
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Let u be an H2(2) solution of the stationary Schrédinger equation
(8) —Au+Vu=0 1inQ,

where V' belongs to the following class.

DEFINITION 2.1. The potential V is admissible if V is C? in each component of
Q\ ¢, where ¢ = szlcj with ¢; C Q compact, piecewise C' curves for which ¢; Nc; is
a discrete set if i # j.

The set D mentioned in the introduction is defined as follows.

DEFINITION 2.2. Given y = (y1,y2) € Q, let L,p,q € R satisfy 0 < L < yo — ¢t

and

9) “V1I=(—L?<yi+p<ym+q¢<1—(y2—L)>2

We call the interior of the triangle with vertices

"

(10) y=,y2), ¥ =wi+py2—L),y =1 +¢y2—1L)

a triangular patch D aty (see Figure 2.2). Although not explicitly indicated, D depends
on the point y and the parameters L,p,q. D is an open subset of  and satisfies
D C {1‘|1‘2 < yQ}.

Fic. 2.2. Geometry of the problem for t = 0. Domain 2 is the intersection of the unit disc
with the upper half-space x2 > 0. The set I' C 092 is drawn as a thick curve. The reconstruction
point y is marked with a star, and one possible choice for the triangular patch D is drawn below y.

In what follows, we take for simplicity ¢ = 0. ~
Let xp denote the characteristic function of D. Let V' denote the zero extension

of V outside Q. By Sylvester and Uhlmann [28], for large 7 > 1 there exists the
unique solution w, of the integral equation

u»@»g/gxxfaﬂdafxmahwme
RZ
) = [ oele = V) — o)}z

such that for —1 < § <0

(12) nmm(AJmuWa+xm%Q%0(D.
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Here g is defined for any 7 > 0 by
1 e ede
13 x) = —.
1) )= o o TP )
Note that g, satisfies {A + 2i7(0; — ida)}g-(z) + 6(z) = 0 in R2.

For any 7 > 0 the function

v(z) = e"@2mv2leiTa g e R2

is harmonic and has the following properties:
If 2o > ya, then [0Y| is exponentially growing as 7 — oo.
If 22 < ya, then [vY| is exponentially decaying as 7 — oo.
We see that

(14) ’US(.T)QT(I’) - eiTyZG(T,—iT) (IE),

where G (; _;;) is Faddeev’s Green function (7). Then one knows that the functions
vl = v9(1 4+ w,) become the solutions of the equation

—Av. + Vvl = xpv. inR?
and satisfy v. ~ v? as 7 — oo in the sense that (12) holds. Define
(15) vy = vl .

Since v, € H?

loc

(R?), v, is an H%(Q) solution of the equation
—Av; + Vo, = xpvr in
Now, by Theorem 2.1 of [13]

2712~ TY1 ou v,
1 = 1 = N - - _ _ T
(16) uly) = lim ur(y) = lim o /F ( 5" " By U) do (),
where
(17) Cp = —2Ea—p)

(L —ip)(L —iq)

The proof uses the estimate ||w; |7y = O(%) which comes from (2.11) of Propo-
sition 2.3 in [27] and the well-known fact that the growth rate of ||w;||g2(q) with
respect to 7 is at most algebraic.

Note that one can give a simpler choice of v, appearing in (16). This is done in
[14]. More precisely, for large 7 > 1 there exists the unique solution w’, of the integral
equation

(18) w@)+ [ oo =V = [ .- Dol
R2 R2

such that for —1 < § < 0 we have [|w||s = O(1/7). Then

(19) v = vw!

satisfies the equation —Av” + Vo = xpv? in R%. A trivial modification of the proof
of Theorem 2.1 of [13] shows that (16) holds with the choice

(20) vy =) q.

In this case we use only the algebraic growth of ||w” || 2(q) with respect to 7. Hereafter
we consider v, given by (20) and not by (15).
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3. Stability of the method. In this section we consider the case when the
Cauchy data of w on I' contains noise. Let M > 0 satisfy

IV ze ) < M.

Given y € ) choose a triangular patch D at y according to Definition 2.2. Fix
6 €] — 1,0[. Using a perturbation argument, (2.7) in Proposition 2.1 in [23], and the
argument made for the proof of (2.53) in Lemma 2.11 of 23], one obtains the unique
solvability of (18). More precisely, there exist positive constants C1(M) and Cy(M)
(independent of y and D) such that for 7 > Cy(M) the equation (18) has a unique
solution w’. satisfying the estimate

2
(21) Tllwl s + IV lls + 771 D 10:05w] [ls < Co(M).

ij=1

For v, given by (20) and (f,g) € L*(T') x L?(T") define

2 _—iTy1 o N
s(row =2 [ (0= Ger) ao

Let E = (Eq, Ey) € L*(T') x L(T") be additive noise on the Cauchy data on I'. Denote
1BI = (1B 120y + [ Ball2s )12
The problem is to calculate an approximate value of u(y) from

ou
v

Sr <U|F + By, M

-+ £2) )

with 7 > C1 (M) when || E|| is small. One cannot choose extremely large 7 since such
a selection enlarges the effect of noise. The suitable choice of 7 is just the problem of
regularizing the formula (16).

In order to describe a result quantitatively and show the effect of the choice of D
we prepare two lemmas.

LEMMA 3.1. Assume that u belongs to the space of Hélder continuous functions
CO’Q(E) with 0 < 0 < 1. Then for all T > 0 we have

7‘2@_7(-’/2‘”91)/ u(x)67($2+i$1)dx _ C;Du(y)‘
D

. 0
q—0p . diam D\~ Cy
(22) < ||u|co,9(D){(TL+1)e L+( " ) 0}’

T

where Cy is a positive constant depending only on 0, and q,p, L are as in Defini-
tion 2.2.

Proof. See [13, Lemma 2]. O

LEMMA 3.2. Let 0 < € < 1 and y satisfy yo > €. There exists such a positive
constant Cyy.. depending on M and € that for any u € H*(Q) and v, with 7 > C1(M)
given by (20) the following estimate holds:
e / (mvT - 81}7u> do

OQ\T ov ov

_Ze
2

(23) < Cuellul| g2y e
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Proof. Using (19), (20), (21), and the estimate |e™(#2=¥2)| < ¢~7/2 for x € Q. we
obtain

TE

(24) lvrll a2,y < Cyre” 2,

where Q. = {z € Q]0 < z3 < ¢/2} and C}, is a positive constant independent of e.
Since 99, is Lipschitz, we have the following consequence of a general trace theorem
[11]: for any ¢ € H%(.) we have

(25) Vol 200y + 19l 22 (00.) < Cell@l m2(0.)

Combining (24) and (25) yields (23). a
Now we discuss the problem mentioned above. Integration by parts yields

T2~V / <8uvT — avTu) do = 72677(7’2“3’1)/ u(x)e” 2+ gy
r ov D

ov
+ 72T / <8u’l)-,— — 8vTu) do.
AO\T 81/ 8u

Lot = Loty + {rre ) [ - L |

+ 72T / (8UUT — 8117“) do.
OQ\T 81/ 81/

This together with (22) and (23) yields

c ., diam D\’ ¢
|u"’(y) _u(y)||72D| < ||UHC()9 { TL+1 L + ( i ) 99}

T

Recalling (6), we rewrite

TE

(26) + Curellull g2y me™ 7.

This is an error estimate of the formula (16), and the order of the convergence is
O(t7% as 7 — 0.
Write

Sr <UF + Eq, % . +E2> (y) = ur(y) + Sr(E1, Ea)(y).

From (17) one has

2L(q —
(27) Cpl= 28Dy
\/L2 +p2\/L2+q2
Recalling (19) and (20), from (21) we have
(28) lor |2y < Cpyre™ ), 7> Cy(M),

where C, is a positive constant. Using (27), (28), and the trace theorem we see that
there exists a positive constant C; such that

|Cpl|

(29) < CHl|E||r’ert v,

0
S- <U|F + By, 875

B )=ty |2
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Let A > 0 satisty
(30) [ullg2(0) < A.

By the Sobolev imbedding theorem, one can choose a positive constant Cj depending
on 0 < 0 < 1 such that for all v € H?(Q)

(31) [0l oo < Collvllaz(o)-

Now from (26), (29), (30), and (31) we obtain

ou
sup |S; (ur + by, o +E2) (y) — u(y)‘ Chl
IE(<n Vir
. %
qa—p ., L diam D\~ Cy
£ 4= )
<=7 C’(,A{(TL-i-l)e +< i ) -0
(32) +CareAr’e” 4 Cfpprierve),

The last term of this right-hand side estimates the speed of enlarging the effect of
noise. We choose a suitable 7 > C1 (M) depending on 7 in such a way that for this
7 the right-hand side converges to zero as 7 — 0. There should be several choices
of 7. Here we ignore the exponential decaying terms in the right-hand side of (32)
and consider minimizing the remaining term f(7;7) with respect to 7 > Cy(M):

f(rim) = 55 + Briermee),
T

where

diam D
L

[
a:q;pCéA( ) Co:  B=Cl.

Since lim, o f(7;7) = oo and lim,_. f(7;7) = oo, f(7;n) attains its minimum
value in a point in the interval |0, oo[. The point has to satisfy the equation f/(7;7) =
0. This is equivalent to the equation

(33) TIP3 4 (1 —yo)7her72) = Z—H.
n

This equation has a unique positive solution and can be written as

af 1 af 9+3>
T=7|5Y2 )| =——w| (11— s
<ﬁn > L= <Bn( )
where w = w(s), s > 0, is the unique positive solution of the equation
(34) wit3(3 + w)e? = s.

If 7(aB/Bn, y2) < C1 (M), then f(7;n) does not attain its greatest lower bound in the
interval |Cy (M), oo[. So we assume that the magnitude of the noise 7 satisfies

T <g797’y2> > C1(M).
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This is equivalent to the inequality

C(M)"*(3 + (1= ) Ca (M)} 000 ) < S,
that is,

afC, (M)~ (0+3) =C1(M)(1-y2)
B3+ (1 —y2)C1 (M)}

(35)

From (33) we have

. )= LAV N . i .
(36) T>Igll?M)f(T,77)*f (T (ﬁn,m) ,77> T(%z’yz)a {1+ 3+(1_y2)7(gz,y2)}’

for 7 = T(aa/ﬂnay2)7

_L

(1) = (2) 7 e 0w,
/2
(39) = (BT e - )

It is easy to see that, from (34), we have w(s) ~ log s as s — 00, and one concludes
that, as n — 0,

of 1 b
39 T ,y)wlog{l—y 9+3}.
(39 (ﬂn ) -y 577( ?)
Therefore the order of blowing up of 7 is |logn| as n — 0. Moreover, from (34)
one knows that w(s) ~ (s/3)'/*3) as s — 0. Then, for fixed 5 that satisfies the
condition
afC (M)~ O3 e=CLM)A-w2) g (M)~ (0F3) e~ Cr(M)(1=e)

T B (- wGi(D} | BB+ -9G(D]

we obtain, as yo — 1,
(ae ) ( af >+
T —, ~ | — :
a2 30n
Note that from (36), (37), (38), and (39) we obtain, for 7 = 7(af/0n, y2),

sup
IE]<n

ou
E -
Sr (u|r + Eq, ey

+ E) v) - u<y>\ Col = O(og 1)
I

as 7 — 0. This is a regularized formula of (16).

It should be noted that the above type of argument for choosing 7 is due to
Lavrent’ev [19]. Therein he gave a regularization of Carleman’s original formula.

We remark also that the conformal mapping depicted in Figure 2.1 deforms the
potential in such a way that the bound M can become very large. This in turn makes
the error estimates worse and can have an impact on the quality of the numerical
solution.
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4. Faddeev’s Green function.

4.1. Definitions and basic properties. Consider the differential operator
A¢ = A +2i¢ -V with ¢ € C?\ 0 satisfying ¢ - ¢ = 0. Any such ¢ can be writ-
ten in the form ¢ = (k, £ik) for some k € C\ 0. We consider fundamental solutions

o 0= o f G FON
satisfying

) 0 .0
(41) A smgi (@) = (= A= 2ik( 5 +ig ) ) (x) = 8(a)

Then Faddeev’s Green function (7) takes the form

(42) G (i, ik () = etklmEivs) gt () ke C\o.

We see from (40) that the two types of fundamental solutions are related by

(43) gx (@) = gj ().

Moreover, coordinate changes in (40) give the following symmetries:

44 gi@) =g/ (kx), gl(x)=g;(-7), g (2)=e_p(2)g] (),

where e_(x) = exp(—i(kx + kZ)). It is easy to see from (13), (43), and (44) that
(45) 9-(x) = g7 () = g7 (—x) = g (—72).

4.2. Numerical evaluation of gf . We improve here the algorithm for g; given
in [25, 26]. Divide the plane into disjoint regions D, ..., D7 as in Figure 4.1. We
describe how to numerically evaluate gf (z) accurately in each region.

In region D; = {|z| < Ry} with Ry = 5.5 we use formulae (3.10) and (3.12) of

[3]:
(46) o (@) = = (2 + logla + 3 (o) + (g

where v ~ 0.577215665 is the Euler-Mascheroni constant. The infinite sum in (46) is
truncated at n = 23.
In region D3 we use formula (82) of [25]:

dt

. N . . .
e ; J! (N +1)let™ /°° e~ H@itize)
4 = —eny :
U7 gulw) = 5 —Re | —e 2 (i)™ TN ), =N

We use N = 6 and implement the one-dimensional integration of the exponentially
decaying integrand with Gaussian quadrature.
For region Dy we modify (47) using residue calculus:

0 e—imgt—zlt 00 e—is(z2+zl)+s(r2—r1)
48 ———dt=(1+1 ds.
(48) /0 Gt = +’)/0 Gris_gve &

This modification ensures exponential decay of the integrand.
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Fic. 4.1. Computational regions D1, ..., Dy dividing the plane into disjoint parts. The radii of
the two circles are Ry = 5.5 and Rgo = 25. The slopes of the skew lines dividing regions are either 2
or —2. It is irrelevant for the algorithm how the boundary points are divided between the regions.

For region D, we modify (47) using residue calculus:

es} e—imgt—rlt o] e—x23+imls
49 ————dt = —1 ——————ds.
(49) /0 (t —i)N+2 Z/0 (—is —i)N+2 §

Again, the modified integrand decays exponentially.

For regions D5 and Dg we use the reflectional symmetry
+
1

(50) 91 (—z1,22) = gf (21, 22)

and the algorithms for reflected regions Dy and D3 described above.

In region D7 = {|z| > R2} with Ry = 25 we set N =9 and ignore the term with
the integral in (47).

Let us comment on the choice of the radii Ry, R>. The choice of R is a trade-off:
if Ry is small, then only a few terms are needed in the truncated power series (46) to
achieve desired accuracy, but on the other hand, the numerical integrations in formulae
(47), (48), and (49) require many quadrature points to achieve the same accuracy.
The choice Ry = 5.5 gives a good balance but is not proven to be optimal. For radii
R; > 1 formula (46) leads to faster computation and less memory consumption than
the previous approach based on the Poisson kernel used in [25, 26]. The choice of Ra
is a similar trade-off between accuracy and computational speed.

4.3. Derivatives. As shown in [25], we can write derivatives of gif as follows.
LEMMA 4.1. Define the functions gki(x) by (40) for k € C\ 0. Then

ogy 1 e—k(x) 4
51) 8oy ™= TImg T ng @

89: B 1 e_r(x) "
(52) 871:2(96) T T4miz 4wz + kgy; (@),
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09, B 1 e_plz) . _
(53) 0z1 (@) = Anx Anx kg, (@),

gy (v _ 1 e gl@) -
(54) 87332@) T 4dmiz + iz kgi (@),

where e_1,(z) = exp(—i(kz + k%)), © = v, +ixa, and T = 11 — iT3.
Proof. By (43) and (44) it is enough to consider g; and apply the chain rule.
Denote 0 = (9/0x1 — i0/0x3)/2. Let us compute dg; (x). By (40) we have

(55)  Ogr(2) =L / A / e
91 T2 (27‘(’)2 R2 51 + ng +2 a 2(27‘()2 R2 51 + ’Lfg '
Furthermore,
2 1 e € 1
56 - d¢ = .
( ) 7 (27T)2 R2 51 -+ ng g 7T(I£1 -+ 21’2)

Combining (55) and (56) we get
67i2m1

Next we determine dg; (x). Combining (57) and (44) gives

2z

e = gy (1) = Dg; (x) = 0 gy () = i gy () + €2 Dy (),

and we have

= 1
58 0g; () = ———— —ig; (2).
( ) 91 (x) 47‘(’(3?1 . i.’IIQ) 91 (LE)

Now formulae (57) and (58) yield the claim for 7 = 1 since d1g; = dg; + gy
and dogy = —i(dg; —0Jgy ). O

We remark that with formulae (51)—(54) any derivatives of Faddeev’s Green func-
tions can be written in terms of the Green functions themselves and explicit expres-
sions. For instance,
59) JC JleiTE o~ T - o= el —iw)
(59) (T,*iT)(x) = [e 9r (l‘)] =€ [ZTQT (z) + 9r (33)] = —m-
This indicates a relationship between Faddeev’s Green function and Fok—Kuni’s Car-
leman function in the complex domain [9)].

5. Numerical solution of the Cauchy problem. We discuss step by step the
numerical implementation of formula (6) with fixed y € Q.

5.1. Integration on I'. We must choose a numerical quadrature for I". This
is a collection of points z*) € I' with k = 1,..., K and corresponding weights w(*)
satisfying

K
(60) /Ffda S Z w® f (0.
k=1

Suitable choices are, e.g., Simpson’s rule or Gaussian quadrature.
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5.2. Discussion of data. We must evaluate the Cauchy data u|r and %|F on
the quadrature points z(*) € T'. How this can be done depends on the way the data
are given in a particular application. We discuss here one possibility for evaluating
the trace; the normal derivative can be treated similarly.

Assume that our knowledge of u|r is a finite collection of noisy point samples:

(61) my=u(Z9) 4e; 29 el j=1,...,J0,

where ¢; for j = 1,...,Jy are independent Gaussian, real-valued, zero-mean random
variables with standard deviation o > 0.

Define 2(®) = (cosf,sinfy) € T' with 0 = (k — 1)x/(J — 1) with k = 1,...,J
and J > Jy. Assume that the data points 2(9) are included in the evaluation points:

(62) 0 =k =1 Jy, 1<k <

Next we approximate u(z(*)) under the a priori assumption that v is smooth.
Denote by U = [Uy,...,Us]T = [u(zM),...,u(z!)]T the unknown values and

by m = [m1,...,my]T the measured data. We use Tikhonov regularization [30] with

second derivative penalty. That is, we solve the optimization problem

(63) U :=arg m[}n{HRU—mH%+aHDU||§}.

The first term in the penalty functional (63) describes how well U fits the data m.
The matrix R implements (62): each row of R has all zeros except the entry 1 in
the kjth column. The second term in (63) expresses our a priori knowledge on u: we
know that u is smooth, so we take the matrix D : R/ — R7~2 to be the second-order
difference matrix
DU L U U+ U k J
( )k—w( k+1 — 2Uk + Ug-1), =2,...,J-1

The parameter o > 0 is the regularization parameter: the greater « is, the stronger
we require smoothness from the reconstruction. It is practical to write (63) in the
stacked form as explained by Varah [33]:

o L ]7=[5]

The regularized solution U is the least squares solution of (64).

Finally, we interpolate the values u(z*)) at the quadrature points in (60) with
spline interpolation from the recovered values u(z(k)). Under the smoothness assump-
tion this does not produce significant error.

5.3. Choosing the triangle D. We need a systematic choice for D = D(y).
The analysis in section 3 suggests the following:

1. Better results are expected in the domain yo > 1/2 if one chooses L = ys.
This is because L > 1 — yo and the convergence rate of (37) is better than
Holder.

2. The constant |Cp| should be as large as possible because the inverse of |Cp]|
enlarges the error (32).

3. Note that diam D/L > 1 and cannot be small.
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F1c. 5.1. Triangular patches D corresponding to some y.

We take vertices of the triangle enclosing D to be

(65) (Y1,92), (y1 — L,y — L), (y1 + L,y — L),

with L > 0 taken as large as possible while still having D C ). See Figure 5.1.
Nowp=—-Land q=1L, so
2L(q — p) 4L?

(66) Cp= T iC—ig - PA+oa-9 >

Note that in light of (27) this choice of Cp maximizes |Cp].

5.4. Computing exponentially growing solutions. We want to evaluate the
function v, given by (20) at the points ) € T for k = 1,..., K. We have v | =
v0w! |p with w’ solving (18). In the case V = 0, solving (18) amounts to computing
a convolution. If V' # 0, write (18) in the form

(67) [+ gr (V) = f,

where f = g; * xp. A numerical solution method for (67) is described in [22]. It
is a modification of Vainikko’s fast Lippmann—-Schwinger solver [32, section 2]. This
method is valid for potentials in the class of Definition 2.1.

Given an integer m > 1, the outcome of the solution algorithm is the set
{ul (DL,
where the evaluation points () belong to the Cartesian grid

73 =1{j=(j1,2) €Z*| — 2™t < < 2™t 1=1,2},

m

where s > 1 is a real number, M = 2™, and h = 2s/M.

5.5. Computing derivatives of exponentially growing solutions. We need
the values v, /Ov(x®)) for k = 1,..., K. We show that it is enough to evaluate w”.
in addition to explicit formulae.

Take 7 > 0 and let w’ be the solution of w. = g, * xp — g- * (Vw.). The
derivatives d;w!. for j = 1,2 are given by

(69) Ojwl. = —(0;9,) * (Vwl — xp).
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Using Lemma 4.1 we get

8’0-,— B a(eimfrw/ ) 3 a(eiriw/ ) a(eim’cw/ )
YU _ TY2 T/ _ TY2 T T
ov © ov € & ory tve Ora
= " @2792) T [y ! 4 Trpw! — (11 (D1gr) + v2(Bagr)) * (V! — xp)]
= ¢7(@27y2) giTar |:Z'Tl/1wfr + Trow!,
1 G,f(x) . /
(70) ) ( T s ng) * (Vw, = xp)
1 6_;(1‘) 7o
T2 <_ 4miT driz gT) * (Vs — XD)}

T(T2—Yy2) ,iTT1 1 —i27x1 1 —i27x1 B

e e e e

= |:(l/1 <+ )+V2 ( . >>*(VTU;.XD):|,
47 x T 1T 1T

where we used formulae (53) and (54) and the real-valuedness of 7. Note the cancella-
tion of four terms containing w! resulting from the identity w. = —g, x (Vw, — xp).

5.6. Choosing 7. Theoretically, the larger 7 > 0 is, the closer u.(y) is to u(y).
However, too large 7 leads to computations involving exponentially large numbers and
numerical instability. This is even more so when the data is noisy. Thus 7 must be
chosen large enough for the approximation u(y) = wu,(y) to be accurate enough but
small enough to avoid instability. We discussed the optimal choice of 7 theoretically
in section 3, and in section 6 we study several choices of 7 numerically.

6. Numerical results for V = 0.

6.1. The model problem. Let u = Re((z; + ix2)*) be the harmonic function
to be recovered from its Cauchy data on

(71) D= {x +irg=¢"]0<0<n}cCON.

See Figure 6.1 for a contour plot of u in the domain 2 together with plot of trace of

u and plot of du/dv.
1 4
0 0
1 —4
0 /2 n 0 /2 n
0 0

Fic. 6.1. Left: contour plot of the harmonic function u in the domain Q. Middle: plot of the
trace ulr as function of angular parameter 0. Right: plot of normal derivative du/Ov|r.

N 7

6.2. Details of implementation.
Step 1: Integration on I'. According to a given y, we divide I' into three intervals:

0<0<0, 6O<O<m—0, n—0<6<n.

Here 0 < 0 < 7/2 is chosen so that, roughly, the largest values of the integrand are
in the interval containing /2. We take 6 = (70/360) - 2r. We choose K, Gaussian
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Noisy samples of trace Recovered trace Error in recovered trace
1t 1 0.01
of - 0 0
-1 -1 -0.01
Noisy samples of normal derivative Recovered normal derivative Error in recovered normal derivative
4+ 4 0.04
o - N " : 0 0
4 4 —0.04
0 /2 T 0 w2 T 0 /2 T

Fic. 6.2. Simulation of noisy Cauchy data of u satisfying Laplace’s equation. In each plot, the
abscissa is the angular parameter 0 for the curve T' = {e¥ |0 < 8 < 7}.

quadrature points for each interval leading to a quadrature rule of K = 3K evaluation
points for T'.
Step 2: Fvaluation of data. The Cauchy data of u are given by explicit formulae:

ou

(72) ulr(0) = cos 40, s )

() = 4 cos48.

We produce simulated noisy data following the discussion in section 5.2. Set
20) = (cos ¢j,sing;) with ¢; = (j — D)m/(Jo — 1) with j = 1,...,Jy = 40. We
compute noisy samples as

y ou , ;.
(73) w(29) +0.003¢;, 5(;;(1)) +0.012¢,

where ¢; and 59 are normally distributed independent random numbers with standard
deviation ¢ = 1. See Figure 6.2.
To recover the smooth data using Tikhonov regularization, we take

0p = (k—1)7/(J—1), 2" = (cosby,sinby) for k=1,...,.J = 391.

The result of solving (64) with regularization parameter a = 4 is shown in Figure 6.2.
The choice of a was based on visual inspection. The L? norm for the noise introduced
in section 3 is E ~ 0.02.

Step 3: Choosing the triangle D and computing C'p. We implement the choice
given in section 5.3. For any y, we start by L = ys. Generally, this leads to D ¢ Q.
Then, we replace L with L/2 so many times that D C Q. Then we replace L with
L +0.01 as many times as possible while still having D C Q. We have Cp = 2.

Step 4: Fuvaluation of v,. With fixed y and given choice of D = D(y) and
7 = 7(y), we substitute V' = 0 into (18):

wi@) = [ ora = Do)z = [ gola — )

So we need to integrate over D to find w/ (z) for a given x € I'. We use Gaussian
product quadrature with K2 = K evaluation points. As indicated in section 4, we
have available a numerical algorithm for g,, so Step 4 is complete.
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yM =(0,4/5)

y? = (-7/10,3/5)
y“’ =(0,3/5)

y™ = (0,2/5)

<5> =(0,1/5)

I
Fic. 6.3. Special points for examining the convergence of ur (y(j>) to u(y(j)).

Step 5: Fvaluation of Ov,/Ov. We have v, (z) = e~ "¥2e!"w! (z), where w! (z) =
gr * xp. Compute

v, _ e ow..
— TY2 JITT
1 e e <1Tw (z) 8x1>

Further, using Lemma 4.1,

ow,  0gr _ 1 e_r(x) .,
(75) dr, 0z *XD = (- - - * XD — 1TW,.

(74)

A combination of (74) and (75) yields

6/1)7' _ e—‘rygeiri 1 + 677’(«7:) %
or1 AT dnx XD-

We can compute dv,/dzs in a similar fashion. Note that on I' the normal vector v
takes the simple form v(x) = (z1,22). Thus we get

(76)

(77) % _ 7677?126175 (gng n xle_T(x) I Q _ .1826._7-($)) *XD-
ov It 4 z x iz %

Step 6: Choosing 7. We want to find a suitable 7 experimentally. So we will
compute u, with 7 varying in the interval [10,80]. We study convergence of u, to
u at the points y™), ..., y® given in Figure 6.3. We plot u,(y¥)) for j = 1,...,5
as functions of 7 in Figure 6.4. Note that numerical instability occurs when 7 is
large. This is due to finite precision of the computation and the exponential functions
appearing in the reconstruction formula.

6.3. Results for ideal data. We now have a complete numerical algorithm for
u,. Since it is numerically impossible to compute u, for ys close to zero, we choose
the computational reconstruction domain as

1
(78) Q’{yemyzzg}.

We compute u,(y) in ' for 7 = 10,40,70 on a collection of 1382 evaluation points
inside the upper half of the unit disc. For integration on I' we choose K = 360
quadrature points, and for integration on D we take a product rule with K =252 =
625 points. We show the functions u, usg, w49, and uzg in Figure 6.5.

We see that the quality of the reconstruction varies depending on y» and 7.
In particular, we observe that each plot with fixed 7 has a region of acceptable
reconstruction always containing a neighborhood of the point (0,1). Furthermore,
when 7 grows, the region of acceptable reconstruction shrinks, but the quality of
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Fic. 6.4. Convergence study for the Laplace equation. From top to bottom: plot of the real part
of the function T +— ur (y(j)) forj=1,2,3,4,5. The theoretical limit values for these functions when
T — 00 are marked in the plots. Note that numerical instability makes the computation inaccurate
when T grows. Divergence appears with smaller T values for those reconstruction points that are
deeper inside Q.

TABLE 6.1
Relative errors in ur computed from ideal Cauchy data of a solution u to Laplace’s equation.
Left: relative L? errors Ea(t, 7). Right: relative L™ errors Eoo(t, 7). In these tables, “—” stands
for “greater than 1000%.” For definitions of E2 and Es, see (79).

t=1/8 1/2 7/8 t=1/8 1/2 7/8

T =10 53% 47%  45% T =10 91% 91% 33%

40 923% 16% 14% 40 — 46%  10%

70 — — 9% 70 — — 6%

reconstruction in the acceptable region is better than with smaller 7. For quantita-
tive examination of this property we introduce the following norms for measuring the
error of reconstructions. Given 0 < ¢t < 1 and 7 > 0, we consider the relative errors

lu —urllL2(0,) |u — urllLoe ()

E(t, 1) =
lullz2 (e,

(79) Es(t,7) =
[ullLo ()
where Q; = {y € Q|y2 > t}. The errors are given in Table 6.1.
For one choice of 7, the computation takes about 4 hours with MATLAB 6.5
running on a desktop PC computer with an Intel Pentium IV 2.8 GHz processor and
1 GB memory. In practical applications the collection of recovery points y and a good
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=10

1=70

FiG. 6.5. Results for the Laplace equation and ideal data. Top left: mesh plot of the original
harmonic function u. Top right: contour plot of w. Similarly, from top to bottom, we show mesh
and contour plots of the reconstructions uig,u40, and urg. The axis limits are the same in all mesh
plots, allowing easy comparison. We do not plot any function values greater than 1 in absolute
value since numerical instability causes extremely large (incorrect) values in the reconstructions,
and visualizing these values would obscure the acceptable parts of the reconstructions. Note that the
greater T is, the better the reconstruction is for points (y1,y2) with y2 near 1.
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F1G. 6.6. Results for the Laplace equation and noisy data. Left: mesh plot of the original
harmonic function w. Middle: recovery of u with spatially varying T from data with noise level
0.3%. Right: recovery of u with spatially varying T from data with noise level 0.6%.

choice for 7 can be fixed. Then traces v;|sqn and the normal derivatives dv,/Ov|asq
according to each y need be computed only once and saved. Then recovery of u(y)
with given Cauchy data takes in this case only a couple of seconds.

It can be seen in Figure 6.5 that near those parts of the boundary that are almost
parallel to the ys axis, the quality of the reconstruction is bad. This is related to the
smaller triangular patch D used there, leading to slower convergence.

6.4. Results for noisy data. We compute the functions ur, u19, and uys using
noisy Cauchy data. The results are similar to the nonnoisy case, the main difference
being that the region of acceptable results shrinks with considerably smaller 7 val-
ues. To achieve a uniform level of regularization, we choose 7 as a function of y as
follows:

T =1(y) =6+ 6y3,

so deep inside €2 we use a smaller value of 7, leading to less oscillation. Since the
7 values used were relatively small, we did not need so many quadrature points for
numerical integration. For integration on I' we choose K = 36 quadrature points, and
for integration on D we take a product rule with K=72=49 points.

For the result, see the middle plot in Figure 6.6. The recovered solution has 38%
relative L2(Q)') error. To examine the robustness of our method against noise, we
produce noisy data with double standard deviation in the random errors in (73). We
repeat the recovery process, leading to a result having 41% relative L?(2’) error; see
the rightmost plot in Figure 6.6. The relative difference between the two reconstruc-
tions in L?(Y’) is only 6% although the noise level was doubled. The computation of
each of the two reconstructions took 5 minutes.

7. Numerical results for V' # 0. We present a two-dimensional example
roughly modelling the inverse potential problem in cardiology.

7.1. The Cauchy problem in cardiology. A beating heart produces an elec-
trical field inside the body, and the resulting voltage distribution can be measured
with electrodes placed on the skin. This is called electrocardiography (ECG). The
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Fic. 7.1. Left: the domain of the conductivity equation is the annulus Q@ = B \ H. Right:
contour plot of the twice differentiable conductivity distribution on B.

inverse potential problem of cardiology is of clinical interest: given the ECG measure-
ments and the conductivity distribution of the body, what is the voltage potential on
the surface of the heart?

We present a two-dimensional quasi-static model of the above inverse problem.
Let the unit disc B = {z € R?||z| < 1} model a cross section of human thorax, and
assume that the heart is located on the disc H with center at (—0.2,0.2) € B and
radius 0.3. Further, we model the electrical conductivity v : B — R of the body with
a strictly positive C?(B) function taking value 6 in the heart, 1 in the lungs, and 3 in
the background. These values approximate the tissue conductivities during perfusion.
See Figure 7.1.

Electric current inside the heart results in the following boundary value problem
for the electric voltage potential @ in the annulus Q = B\ H:

~ oA ot
(80) V-AVa=0inQ, alog = f, 9 los = 0,
where we assumed that the outer boundary 9B is perfectly insulated.

We create our example by setting f(xz1,22) = (z1 + 0.5)(z2 — 0.2) in (80), qual-
itatively resembling a voltage distribution depicted on page 386 in [7]. We solve the
elliptic boundary value problem (80) with the finite element solver of MATLAB’s
PDE toolbox using 14848 triangles in the domain Q. See Figure 7.2.

Fi1G. 7.2. Left: contour plot of the solution @ of the conductivity equation (80). Middle: voltage
potential U|lpr on the surface of the heart as a function of the angular variable 6 corresponding to
the parametrization OH = {(—0.2 + 0.3c0s6,0.2 + 0.3sinf) € R%2|0 < 0 < 27w}. Right: wvoltage
potential ilgp as a function of the angular variable 6 corresponding to the parametrization OB =
{(cos@,sinf) € R?|0 < 0 < 27m}. Azis limits in the two plots are the same to allow quantitative
comparison.
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Fic. 7.3. In the rightmost picture are 24 reconstruction points on the circle S defined in (83)
at distance 0.1 from the surface of the heart. For each reconstruction point we choose a domain )
that coincides after rotation with a canonical domain described in section 2.

Application of the techniques of this paper requires transforming the conductivity
equation (80) into the Schrédinger equation. Set

(81) V(z) = Avo(@)
v(x)

Since v € C?(B), we have V € C°(€2) ¢ L°°(2). (The norm of the particular potential
we use is approximately ||V|| Loo () A 293, so our example is not a small perturbation
of the harmonic case.) Tt is straightforward to check that u := '/2@ satisfies the
equation

(82) (—A+V)u=0 in Q.
Because v = 3 in a neighborhood of 0B, we know the Cauchy data of u on JB:

ulos = V3ilos, % =0
v1oB
Equation (82) is valid only outside the heart. We choose a collection of com-
putational domains €2 as shown in Figure 7.3; each of these domains coincides after
rotation with a canonical domain described in section 2. We cannot choose our recov-
ery points right at the surface of the heart because the set D would then be empty,
so we choose 24 points on the circle S given by

(83) S ={(~0.240.4c086,0.2 4 0.4sinf) € R* |0 < 0 < 2r}.

Thus we reconstruct the voltage at distance 0.1 from the surface of the heart. See
Figure 7.3.

7.2. Details of implementation. We assume that the domain 2 is (possibly
after rotation) of the canonical form with —1 < ¢ < 1 described in section 2. The
Neumann data of u vanish, we need only compute

272~ v,
(84) ur(y) = —T/F ey udo(x).

Step 1: Integration on I'. We choose K Gaussian quadrature points on I'. There
is no need to divide I' into subintervals as done in section 6.2 since we use so small a
value of 7 that the integrand is roughly of the same order of magnitude throughout T.
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Fi1G. 7.4. Product Gaussian quadratures on the triangular patch D with 13 X 13 points in polar
coordinates. Left: the ortgin is inside D. Middle: the origin is on the boundary of D. Right: the
origin is at the corner of D.

Step 2: Evaluation of data. The experimental setup in [7] uses 24 electrodes with
2% noise level. We simulate that measurement with

a@(29) +0.0022¢;,

where 70) = (cos ¢;,sin ¢;) with ¢; = (j — 1)27/Jo with j = 1,...,Jo = 24 and ¢;
are normally distributed independent random numbers with standard deviation 1.

We use Tikhonov regularization to recover a smooth approximation to the actual
voltage. In the notation of section 5.2, we have Jy = 24, J = 144, and a = 2. Since
we reconstruct the trace on the full circle, we include requirement of periodicity into
the regularization. Relative L?(9f2) error in the reconstruction of the trace al|spq is
0.033, and relative L>°(99) error is 0.032.

Step 3: Choosing the triangle D and computing Cp. We take L = 0.1 and use the
choice given in section 5.3 leading to C'p = 2.

Step 4: Ewvaluation of v.. We need to solve the Lippmann—Schwinger-type equa-
tion [I + g * (V- )Jw’ = f as explained in section 5.4. The problem is the evaluation
of

(85) F@) = (g7 * xp)(=?) :/ gr (@' —y)dy, £=1,2,..., M
D

Since g¢.(x) has a logarithmic singularity at z = 0, numerical integration in (85)
becomes problematic when z(®) belongs to D or is close to the boundary 9D. We
overcome this problem by writing the integral in polar coordinates and using product
Gaussian quadrature; due to the product measure rdrd¢ the integrand is bounded
and continuous since lim,_,grlogr = 0. We need only to go through the tedious
task of writing the integration domain as a function of ¢ and r(¢). We do not bore
the reader with the details of dividing the algorithm into 19 subcases and performing
the necessary trigonometric calculations but instead show some resulting quadrature
points in Figure 7.4.

Step 5: Evaluation of dv,/Ov. From (70) we see that the normal derivative of v,

appearing in (84) is given by
e*iQTml 1 672'27@1
) (5-5))
x iz iz

e (@2—y2) piTan
4
—12Tx1 1 —12TxTq ~
‘ )—1-1/2(.—6 ; ))*Vw;}
X 1T 1r
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FiG. 7.5. Left: true voltage potential at distance 0.1 from the boundary of the heart is plotted
as a solid line. Reconstructed voltage potential values are plotted as dots. See Figure 7.3 for the
reconstruction points. Right: true voltage potential at the boundary of the heart (solid line) and
the same reconstructed voltage potentials as in the left plot (dots). The abscissa in both plots is the
angular parameter of the circle around the heart.

Note that I vanishes when V' = 0, and therefore I can be seen as a correction term
compensating for nonzero V. The computation of I; was already described for the
case V = 0.

Given an integer m > 1, the outcome of Step 4 is the set {w;(:ﬂ“))}é\ﬁ, where
the evaluation points (¥} belong to the grid (68). It is then natural to implement the
integral in I simply with the midpoint rule.

Step 6: Choosing 7. We take 7 = 4,6, 8,10, 12.

7.3. Results. To compute (84) we choose K = 70 for integrating over I', and for
all integrations over D we take K = 152 = 225 quadrature points. We take m = 7, or
M = 128 in the Lippmann—Schwinger solver. We compute u, with 7 = 4,6,8,10,12
and find that the reconstructions with 7 > 6 are oscillatory, and 7 = 6 gives a better
result than 7 = 4. We thus choose 7 = 6.

The plot on the left in Figure 7.5 shows the superposition of reconstructed voltage
potential v~ 1/2ug and the actual potential on the circle S containing the reconstruc-
tion points. We find that the maximum relative absolute error of the reconstruction
is 86%. Diagnostically, the most interesting part of the reconstruction is the angular
interval 0 < 6 < 7. In this interval, the maximum and average relative absolute errors
are 25% and 10%, respectively.

However, we are interested in the voltage potential at the boundary of the heart.
We simply consider our reconstruction of the voltage on S to be an approximation
to the voltage on H. The plot on the right in Figure 7.5 shows a comparison
of these two quantities. Maximum relative absolute error in the reconstruction as
compared to the voltage potential at the boundary of the heart is 1.07. In the interval
0 < 6 < 7, the maximum and average relative absolute errors are 43% and 21%,
respectively.

The computation took 4 hours.

7.4. Discussion. Unlike in many works on the inverse potential problem of
ECG, such as [7], we do not assume that the tissue between the skin and the surface
of the heart is homogeneous. If the electric conductivity of the body is known, e.g., by
electrical impedance tomography [5], our method thus allows more accurate modelling
of the problem.

The worst-case performance of our algorithm is not impressive: the maximum
relative error is 1.07. However, this worst error appears near the posterior surface of
the heart (facing the back), which is far away from the boundary. The anterior surface
of the heart (facing the chest) is diagnostically more important. Relative error on the
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anterior surface, defined as 0 < 6 < 7 in the notation of Figure 7.2, is on average 21%
and at most 43%. This result is somewhat better than the 30%-50% error reported
in [7], where conductivity was taken to be constant.

Instead of quantitative reconstruction of the voltage, we might want to know the
location of the maximum voltage potential on the anterior surface of the heart. The
true maximum appears at 6y = 1.05 (in radians), and the reconstruction attains its
maximum at 6 = 1.31. The error in the reconstructed angle is 15 degrees.

The main advantage of our method is modelling the conductivity, and the main
source of error is the inherent problem that we cannot recover the voltage at the sur-
face of the heart but slightly away from it. As mentioned in the introduction, there
are other methods capable of dealing with nonconstant conductivities and additionally
providing reconstruction right at the surface of the heart. However, those methods
typically involve solution of boundary value problems, which is computationally inten-
sive. Our reconstruction method is very fast after the initial computational load, and
it could thus be better suited for real-time monitoring. Also, modelling the movement
of a beating heart for the solution of boundary value problems is difficult, and our
approach of reconstructing a little bit away from the heart might be considered an
advantage.

Our tissue model assumes that the conductivity is differentiable although in re-
ality it is discontinuous, but since many regularized electrical impedance tomography
reconstructions produce a differentiable approximation to the conductivity, this is
perhaps not so serious. The most obvious drawback of the presented algorithm is the
two-dimensional approximation. However, the theory behind our method covers the
three-dimensional case, and a similar algorithm can be designed in three dimensions.
This is left for a future study.
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